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Problem

Given a video, generate a paragraph (multiple sentences).

The person entered the kitchen.

The person opened the drawer.

The person took out a knife and a sharpener.
The person sharpened the knife.

The person cleaned the knife.

VsS.

The person sharpened the knife in the kitchen.
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Motivation

Inter-sentence dependency (semantics context)
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Motivation

Inter-sentence dependency (semantics context)

The person took out some potatoes.

The person peeled the potatoes.

The person turned on the stove.

We want to model this dependency.
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Hierarchy

A paragraph is inherently hierarchical.
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Hierarchy

A paragraph is inherently hierarchical.
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Hierarchy

A paragraph is inherently hierarchical.
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Framework
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(a) Sentence Generator
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Framework — language model
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Framework — attention model for video feature

_______________________________________________________________________________________________________

(a) Sentence Generator
Video Feature Pool
Sequential Softmax
Weighted Average
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(b) Paragraph Generator
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Framework — paragraph model
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(b) Paragraph Generator
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Appearance Feature Pool

Visual Features

Video Feature Pool

Action Feature Pool

Object appearance:
VGG-16 (fc7) [Simonyan etal., 2015], pre-trained on ImageNet dataset

Action:

C3D (fc6) [Tranetal., 2015], pre-trained on Sports-1M dataset
Dense Trajectories+Fisher Vector [Wanget al., 2011]
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Learning spatial & temporal attention simultaneously
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Attention Model
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Paragraph Generator Unrolled
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(a) The person removed a cutting board from a drawer. 8
B
(b) The person took a knife out of the drawer. 4
3
WMMWMW 2
(c) The person filled the bowl with water. ;

(@) (b) (c) (d)
WM&M«WLMWM\MW

(d) The person poured the lime on the plate.
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Experiments - Setup

Two datasets:
YouTube2Text
> open-domain
> 1,970 videos, ~80k video-sentence pairs, 12k unique words
> only one sentence for a video (special case)

TACoS-MultiLevel
> closed-domain: cooking

> 173 videos, 16,145 intervals, ~40k interval-sentence pairs, 2k unique words
> several dependent sentences for a video

Three evaluation metrics:

BLEU [Papineni etal., 2002]
METEOR [Banerjee and Lavie, 2005]
CIDEr [Vedantam etal., 2015]

The higher, the better.
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Experiments - YouTube2Text
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Experiments - TACoS-MultilLevel
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Experiments - TACoS-MultilLevel
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Experiments - TACoS-MultilLevel
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RNN-cat vs. h-RNN
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RNN-cat vs. h-RNN

RNN-cat
flat structure, concatenating sentences directly with one RNN

I
: The: person: took out some potatoes. The person peeled the potatoes. :
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Amazon Mechanical Turk (AMT): side-by-side comparison

Which of the two sentences better describes the video?
1. the first 2. the second. 3. Equally good or bad
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RNN-cat vs. h-RNN

RNN-cat
flat structure, concatenating sentences directly with one RNN

Amazon Mechanical Turk (AMT): side-by-side comparison

Which of the two sentences better describes the video?
1. the first 2. the second. 3. Equally good or bad

h-RNN | RNN-cat | Equally good or bad | Total
773 | 412 | 3069 4314
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RNN-sent vs. h-RNN examples

The person entered the kitchen.
The person went to the refrigerator.

RNN-sent: ;
The person placed the cucumber on the cutting board.
The person rinsed the cutting board.
The person walked into the kitchen.
The person went to the refrigerator.
h-RNN: & Jrig

The person walked over to the sink.

The person rinsed the carrot in the sink.

The person took out a cutting board from the drawer.

RNN-sent: The person got a knife and a cutting board from the drawer.

The person cut the ends off the cutting board.

The person took out a cutting board.

h-RNN: The person got a knife from the drawer. 12/ 13
The person cut the cucumber on the cutting board.




Conclusions & Discussions

Hierarchical RNN improves paragraph generation
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Conclusions & Discussions

Hierarchical RNN improves paragraph generation

Issues:
1. Most errors occur when generating nouns; small objects hard

to recognize (on TACoS-MultiLevel)
2. One-way information flow

3. Language model helps, but sometimes overrides computer
vision result in a wrong way
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A manis pouring oil into a pot.
Figure 1. Only one sentence is generated for a video with few
details.

Why generating a paragraph?

Using only one short sentence to describe a
semantically rich video usually yields uninformative
and even boring results. For example, instead of
saying “the person sliced the potatoes, cut the
onions into pieces, put the onions and potatoes into
the pot, and turned on the stove”, a method that is
only able to produce ane short sentence would
probably say “the person is preparing food".

The idea

We want to explicitly model the temporal
dependency among sentences for multi-sentence
generation, The generation of one sentence is
affected by the semantic context given by previous
sentences. For example, in a video of cooking dishes,
a sentence “the person peeled the potatoes” is more

after “the person took out some potatoes”.

likely to occur, than “the person turned on the stove”,
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Experiment results

The person opened the drawer

The person tock out a pot.

The person went to the sink.

The person washed the pot.

Predicted Words The person tumed on the stove,
I .

Figure 4. Examples of our generated sentences. The video frames are cropped around the person
only for better visualization.

I (2) Sontence Gonerator
v

The person peeled the fruit.

The person put the frult in the bowl,
The person sliced the orange,

The person put the pieces in the plate.
The person rinsed the plate in the sink,

Senterce
Embedding

o ¢

Figure 2. Our hierarchical RNN for wdeo captioning. G denotes the input to the framework, biue denotes the
output, and red denotes the recurrent components, The orang e arrow represents the reintialization of the sentence
generator with the current paragraph state.

Qur approach stacks a paragraph generator on top of a sentence generator. The sentence
generator is built upeon:

1) a Recurrent Neural Network (RNN) for language modeling,

2) a multimodal layer for integrating information from different sources, and

3) an attention model for selectively focusing on the input video features.

We evaluate on two benchmark datasets: YouTubeClips [1] and TACoS-MultiLevel [2]

The YouTubeClips dataset contains 1,967 short videos with 80,839 sentences in total. The
TACoS-MultiLevel dataset contains 185 long videos with 52,478 sentences in total. We
employ three different evaluation metrics: BLEU, METEOR, and CIDEr.
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